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INTRODUCTION

Consider simple random sampling without replacement, in
two phases, from a population’ of N units for which the main and
auxiliary characters y and x have population means ¥ and X, res-
pectlvely Let us suppose that #’, based on a first phase sample of
size n’, is the mean estimator of X, and %, ¥, based on a second
phase sample of size n, are the mean estimators of X, ¥ respectively.
For estimating' ¥, we propose the RPD estimator

yrep=(#[Z)* {+6 (= —3?’“)}
‘wheré &, and a are some appropriate constants.

~ We observe that, in double sampling, yrep reduces to ratio
estimator yra=y(x'/X) for k= 1, a=0,
product estimator yra=y(&/*') for k=—1, a=0,
difference. estimator ypd-—y—}—B (x—x) for k=0, a=1

Bias AND MEAN SQUARE ERROR

We evaluate the samplmg b1as and mean square error of
¥xpp to the first degree of apprommatlon (l e. upto the terms of order
O(n'l) ). Let :

eo=(y—T)/T, e1—(x—X)/X € =@—-X)X
so that, ev1dently '
E(e)=0=E(e)=E(¢;), E(e; )=(f/)Cy

B )=(f/nCx, E(e])= (f'im. C? , E(eser)=(fIn)rCxCr,

. E(eael; ) =(f'[n')rCyCx and, E(erer)=(f ’/n )y C? %
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where _ ‘
f=(N—n)/N, f'=(N—n')|N, Cr(=Sy/T) and Cx (=8x/X)

are the coeflicients of variation of y, x, respectively and r is the
coefficient of correlation between them. Also, define

C==rCy/Cx, R=7/X and B=rSy|Sx

It is assumed that the sample is large enough to make | e, |,
ler]| and |e’| sufficiently small to justify the first degree of
approximation wherein we ignore the terms involving e's in degree
greater than two. We have

E(yrep)=E[{(1+e1)/(1+e)}* {T(1+e0)+B(X)2((1+e,)
—(1—e')}]

which gives, on expansion in powers of e’s and simplification, to the

first degree of approxination

Bias (yrep)=(1/n—1/n’) [Tk {C2 (k+1)/2—rC¥Cx}

+B(X) a{(a—1)/2—k} C2 ] - .1

It is clear that, for suitable chofce of a and k, the bias will be
negligible for sufficiently large n.

Again, we have
MSE(yrpp)=E(Frpp—T)?

which gives, on expension in powers of e’s and simplification, to the
first degree of approximation

MSEFrep)=(1/n—1/n") {(T)2 (Czy +k20; —2krCyCx)
+-B2a2 (X)eCL +2Ba T(X)* (—kC>: +rCyrCx)}

+(f'jm) (TreC, - (2.2)

From (2.2) we get at once - - ‘
MSE(yrg)=(1/n—1/n") (T)AC% + C% —2rCxCrx)

+(f ) (@ CE (2.3)
MSEFri)=(1fn—1/w\DCE + C. +2rCrCx)

+(f'I) (D2 Cy 249
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e
o MSE(de) (llrt—lln)(Bz(X)2 ck +2B(TX) rCny)
,+(f/n) (T ;2 c .(2.5)

COMPARISON OF yrpp WITH OTHER ESTIMATORS

We give below the conditions under which, the mean square,
error of §rep is less than that of ratio, product of dlﬁ'erence estlmator
in'double sampling. ,

From (2.2) and (2 3) we have

MSE (yrep) <. MSE (§r) .
it g¢—1) Re—2 (k—1) RB+a%? (X2) @V+2aB (B—kR)
C ®ev<o . @D
From(22)and(24)wehave‘ R '
MSE (Frrp) < MSE (Ypd)
if (kz—l) R2 -2 (k—’rl)RB—i—a" B2 (X)2 ‘“—1’+2a(5 (B——kR)
: (D<o ..(3.2)
And from (2.2) and (2.5) we have . ., ’
S . MSE (YRPD) < MSE (7Dd)
if B2 (a2 (X)? e L—-1)+28 (@ (B—EkR) @) “"”—B)
"\ HRR-RRB)O - (3.3)

s

SUBCLASS OF RPD ESTIMATORS

.~ We observe that the conditions (3.1),(3: 2) and (3.3) may be
simplified considerably- by suitable choice of k, B and a. Asan illustra~
tion, we take k=1, =1 and k=1, B=—1 and consider the followmg
two sub-classes of RPD estimators :

V= %) {y+(x“—x “)}

and
: Vas=([%) {y.—({c,“—,‘."’}
Substituting k=1, B=1in (3.1) we have
g © MSE (7«)<MSE (Jrd)
if @ (X)?@D-+2a (B—R) X)ev<0
or . , : ‘ .
i U a2 B—R @< o T Li41)

The condition (4.1) reduces to o
rCy/Cx>1—a/(2R (X) ‘1-“’) fora<Q@ ~ ~ 1(4.2)
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and *
) rCy[Cx<1—af (2R (X)2-9) for a>0 (4\

Agaih, substituting k=1, 8= —1 in (3.1) we have
MSE (Yex) < MSE (Vra)
if a2 (X)2 (-1 _24 (B—R) (X)(-1y<0

or
if a(a—2 (B—R) (X)1-9)<0 : 4.4
The condition (4.4) reduces to
" . rCy/Cx>1+a/(2R (X)) for a>0 4.5)
and _
rCy[Cx<1+-a/2R (X) 1) for 0 <0 (4.6)

CONCLUDING REMARKS

The efficiency éonditions (4.2), (4.3), (4.5) and (4.6) contain 'the
quantity @/(2R (X)-®) which can be made negligible for suitable

choice of . Due to the negligibility of EE—A_?W » the conditions

’CCYX >1 and conditions (4.3), (4.6)
practically become rCy/Cx<1.. It is now clear that knowing whether
2,_“(:’=C is less or greater than unity we- can choose V4 OF Fus Which
will be better than e Analogously, we may also choose RPD
estimators which are better than yra and ¥pg in practical situations.

(4.2), (4.5) practically become

SUMMARY

A generalized estimator for estimating population mean, using
observations on an auxiliary variable, is given for simple random
sampling without replacement in two phases, of which the usual ratio,
product and difference estimators in double sampling are special
cases. The conditions for which the generalized estimator is better
than the other estimators are obtained.
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